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Objectives

Create an awareness of the vast potential for data science
applications in E&P

Provide some examples of what has been done

Provide pointers into where the next focus areas could be
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Introduction — Looking for patterns
0,1,




Look for patterns.

Oy

taken a good hard look at what’s left once you've finished plucking? A close
inspection of the yellow in the middle of the daisy reveals unexpected struc-
ture and intrigue. Specifically, the yellow area contains clusters of spirals coil-
ing out from the center. If we examine the flower closely, we see that there are,
in fact, two sets of spirals—a clockwise set and a counterclockwise set. These
two sets of spirals interlock to produce a hypnotic interplay of helical form.
Interlocking spirals abound in nature. The cone flower and the sunflower
both display nature’s signature of dual, locking spi-
rals. Flowers are not the only place in nature where
spirals occur. A pinecone’s exterior is composed of
two sets of interlocking spirals. The rough and
prickly facade of a pineapple also contains two col-
lections of spirals.

Be Specific: Count

In our observations we should not be content with general impressions.
Instead, we move toward the specific. In this case we ponder the quantitative
quandary: How many spirals are there? An approximate count is: lots. Is the
number of clockwise spirals the same as the number of counterclockwise spi-
rals? You can physically verify that the pinecone has 5 spirals in one direction
and 8 in the other. The pineapple has 8 and 13. The daisy and cone flower both
have 21 and 34. The sunflower has a staggering 55 and 89. In each case, we
observe that the number of spirals in one direction is nearly twice as great as
the number of spirals in the opposite direction. Listing all those numbers in
order we see

5, 8,13, 21, 34, 55, 89.

Is there any pattern or structure to these numbers?

Suppose we were given just the first two numbers, 5 and 8, on that list of
spiral counts. How could we use these two numbers to build the next num-
ber? How can we always generate the next number on our list?

We note that 13 is simply 5 plus 8, whereas 21, in turn, is 8 plus 13. Notice
that this pattern continues. What number would come after 89? Given this
pattern, what number should come before 52 How about before that? How
about before that? And before that?

Leonardo’s Legacy: The Fibonacci Sequence

The rule for generating successive numbers in the sequence is to add up the
previous two terms. So the next number on the list would be 55 + 89 = 144.

Through spiral counts, nature appears to be generating a sequence of num-
bers with a definite pattern that begins

1 1 2 3 5 8 13 21 34 55 89 144....

Pineapple: 8,13
Daisy: 21,34
Sunflower: 55,89

Leonardo of Pisa,
or Fibonacci

2 Reviews
Write review

The Heart of Mathematics: An
invitation to effective thinking
By Edward B. Burger, Michael Starbird
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Purpose of data

Creates Supports . Results in
, Business ,
Data » Information » . » Profits
decisions
T How much of the profits is due to data? |

A Bayesian problem?

Poor data? Mis-information? Bad decision? Losses

Good Reliable Sound Profits
p="> p="> p=" p="?
Data Information || Decisions Results

Poor Misleading Unsound Losses



The Upstream Value Chain

Data aspects

Regional studies, data rooms

Acreage, production sharing contracts, seismic (2D, 3D,
OBC etc), data purchase, exchanges

Regional reviews and compilations, play & prospect
identification, well locations, well data, correlation

Additional well planning & data, detailed studies and
correlation, geological modeling, volumetrics,

Appraise

Detailed interpretation and analysis, modeling and

Develop simulation, real time automation & control.

Produce Production management, forecasting and economics.

Abandon Data consolidation & achival.




Data increase through the well life cycle
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Geol. & Seis. Interpretation

Hydrocarbo
zones

Temperature

Well logs

Production

Reservoir Geology
Modeling & Simulation
Production

Additional
data types



Typical Problems encountered in E&P Data

Physical Data Electronic Data

Sampling (accuracy) difficulty due to lack .

of hole integrity (ditch cuttings) .
Contamination of ditch cuttings due to .
excessive cavings .
Poor sample recovery (sidewall samples, .
cores, fluids) — both % recovery per .
sample as well as sample loss -

Inaccuracy of reading due to inconsistent .
hole diameters (well logs)
Missing inventory due to poor logistics .

Missing entries

Missing attributes

Inconsistent storage locations in data models
Incorrect values entered

Inconsistent or lack of metadata in entries
Duplication

Large data sets

Distributed or federated data sets and
databases

Overlapping data models

Integration challenges

Lack of consistent quality

Data flow breakdowns

Resource constraints .
Lack of competency .
Lack of people framework .
Lack of proper accountability structure .
Indecision .
Office politics .

Lack of governance structure

Lack of standardized workflows

Lack of standards (data, process, systems etc)
Lack of effective data architecture

Lack of transparency

No or loose quantification methodology



Geology & Seismic

Well header Info

Well Header Spatial
Deviation

Checkshots

Seismic traces (2D & 3D)
Mud logs

Core description

Core Photos

Thin Sections / XRD
Environments of deposition
Prospects & Leads

Pore Pressure
Temperature — Gradient
Temperature — Borehole
Geomechanics
Geospatial:

-Well location Maps
-Block Boundaries
-Platforms

-Pipelines

-Geohazards

-Site Surveys

-Field Outlines

-Nett to Gross Thickness Maps
-FTG

-CSEM

-Gravity & Magnetic
-Microseismic

Data Types - Upstream

Interpretation and
Compilations

Geology — Zones

Geology — Markers

Faults (Field Extent & Major)
Seismic Horizons — Regional
Seismic Horizons — Local
Velocity Models

Structure Maps

TZ Curve

Gridded Time / Depth Maps
Sand Distribution Maps
Static Models

Dynamic Models

Synthetic Seismogram
Biostratigraphy — Zones
Biostratigraphy — Markers
Geology — Zones

Geology — Markers

Petroleum Engineering

Spill Points (Reqd. by RE)

Well Logs — Raw

Well Logs — Processed & Qced

Well Logs — Interpreted

Well Logs — Cased Hole

Vertical Seismic Profiling

Core Analysis (SCAL RCA, Gamma)

Formation Pressure (RFT, MDT)

Well Test (DST,FIT)

Production Data (Allocated
oil/gas/water rates)

Production Pressure Data (Well
Tubing/Casing Head Pressure)

Production Well Test
(FBU,PBU,SDS)

Artificial Lift

Fluid Property

Fluid Contacts

Stimulation Cases

Fluid Composition

Material Balance

Prosper Models

RMS Models

Decline Curve Analysis

Volumetrics

Reserves and Resources

EOR Cases

Pressure Maintenance Cases

Saturation Height Function

Leak Off Test

PVT

Drilling, Engineering &
Production Operations

Daily Drilling Data

Well Schematics

Well Completion Data

Well Intervention Data

Well Integrity Data

Facilities (P&ID, Limit Diagrams)

Well design

Drilling Fluid Composition

Well Completion Cost

Casing Data

Bit Data

BHA (Borehole Analysis)

Deviation (Drilling)

Well Hydraulics

Shallow Hazards

Metocean Data eg Climate

Facilities As-Built drawings

Facilities Info (type, function)

Facilities Historical Info

Pipeline (flowrate, function)

Pipeline (properties)

Geotechnical data (general soil,
seabed properties)



Sequence Analysis
Markov Chains
Runs Test

Least Squares &
Regression
Analysis

Splines

Segmented
Sequences &
Zonation
Analysis

Auto- and Cross-
Correlation

SemiVariogram

Spectral Analysis

Spatial Analysis

Pattern Analysis
(Random,
Cluster,
Nearest
Neighbour)

Analysis of
directional
data

Spherical
Distributions

Fractal Analysis
Shape Analysis

Contouring, Trend
Surfaces &
Kriging

Data Science Methods

Statistics

Summary Statistics
Hypothesis Testing
t-Distribution
F-Distribution

Chi Square
Distribution

Chi Square
Goodness of
fit

Regression

Analysis of Variance
(ANOVA)

Non-Parametric
Tests

- (Mann-Whitney,
Kolmogorov-
Smirnov,

Kruskal-Wallis)

Multivariate Data
Analysis

Multiple Regression

Discriminant
Functions

Cluster Analysis

Eigenvalues &
Eigenvectors
Factor Analysis (R &
Q Mode)
Principal
Components
Correspondence
Analysis
MultiDimensional
Scaling

Canonical
Correlations

Artificial Intelligence
Classification

Natural Language
Processing

Machine Learning /
Deep Learning

Text Mining
Graph Relationships

With the possible exception of machine learning / deep
learning, all of the above methods have been applied to oil
and gas data

Probabilistic
Methods

Bayesian &
Likelihood
Methods

Ranking & Scaling
of Events

Markov Chains



Cluster Analysis — Separating variables in n-dimensions

Visualization

2 dimensions

_Ins Dataset, KMeans clustenng with K=3
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Example: Sequence analysis — Non-randomness and layer prediction

Measured stratigraphic section with
points measured 1 ft apart
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From: Statistics and Data Analysis in Geology,
John C. Davis, 2002. Figure 4-5. Measured
stratigraphic column in which lithologies have
been classified into four mutually exclusive
states of sandstones (a), limestones (b), shale
©, and coal (d).

Assuming states are independent:
p(A,B) =p(A)p(B)

And:

P(B|A) ={p(A) p(B)}/ p(A) = p(B)

from

Expected Transition

!

to Probabilities

A B C D
A 0.37 0.11 0.44 0.08 1.00
B 0.37 0.11 0.44 0.08 1.00
C 0.37 0.11 0.44 0.08 1.00
D 0.37 0.11 0.44 0.08 1.00

N

Transition
Frequency Matrix
to Row
A B C D Totals
A 180 50 23
fomB |0 5207 —
C 5 218 3 28
D 0O 0 32 5
Column
Totals 237 28 5

63\\

Probability Matrix

to Row

A B C D Totals
Al 0780 0220 1.00
from B |10 0710290 1.00
C | 0.18 0.07 0.64 0.11 | 1.00
D]l 0O 0 060040 | 1.00

Marginal (or fixed) probability vector obtained
by dividing row totals by total number of
transitions

.

Joint Probability \ A | 0.37
p(A,B) =p(B|A)p(A) B 0.11 | Shows the relative
_ C 0.44 | proportions of the 4
Therefore, probability that state B p | o0.08 lithologies in the
will follow, or overlie, state A sequence
P(B|A) =p(B,A)/ p(A)
A sequence in which the state at one point is
partially dependent, probabilistically, on the
previous, is called a Markov Chain
Totals Expected Frequencies Test for Non-randomness
X23= | 85 25 10.1 1.8 XZ= z (O-EF _ 559
X7 = 2.6 0.8 3.1 0.6 E
Xx28 = 110.4 3.1 12.3 2.2 9 deg freedom at 95% significance = 16.92
X5 =1.1906 2204 Conclusion : Sequence is non-random



Example: Interpretation of Depositional Environments - Foraminifera

Foraminifera — Single-celled (Protozoa), marine organismes.
Can be floaters (planktonic) or bottom dwellers (benthonic)

FORAMINIFERA [P

Examples of foraminifera



Example: Interpretation of Depositional Environments - Foraminifera

Results

InpUt data SAMFLE = 2638 * BEST IDENTIFICATION 1S .. LCF
emmemrmnss===2IE CURRENT INTERPRETATION ..
NO.SPECIES = S NO.POSITIVE MATCHES WITH IDENT.MATRIX= S
NO. SFECIMENS = 28 F/B RATIO = 0.00

e ~2500 samples

DIVERSITY INDICES. YULE-SIMFSON = 3.40, FISHER ALPHA = .02

¢ ~1500 species in region TAXA WILLCOX PROBABILITY
* ~3 million identified LeP 1.0000
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Cluster Analysis Example — Environments of Deposition

Dendrogram of samples from 1 well using Ward’s

SOUARED EUCLIDEAN DISTANCE
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Computer-assisted interpretation of depositional palaeoenvironments
based on foraminifera. Philip Lesslar, Geol. Soc. Malaysia Bulletin 21,
December, 1987.

clustering method and Squared Euclidean Distance

coefficient

Cluster analysis is a multivariate technique which
allows comparisons and classifications to be done

on a set of samples (Q-mode), based on their

species content, even when little is known about

the structure of the data.

This example is based on foraminiferal
presence/absence data.

North West Borneo Environmental Scheme
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Next Step — The Identification Matrix

SPECIES
A B PR n
ENVIRON.
1 70 80 PR .
2 60 20 ...
q . .

Schematic of the identification matrix

Environmental zones

The identification matrix has the
form given in Fig.A above where
each cell in the g x n matrix
contains the percentage of
positive occurrence of species in
a particular environment.

B5PECICa ZANAL
ACJJE R CJeg
A
Jaisl 1
A 2
& 3
A 4
A 5
a4 &
A 1
A 3
A E]
[ 10
A 1
" 12
A i
EAaMQIDSPP 1
A 4
a 5
i L]
) 7
A ]
A g
A 12
a 11
A iz
A 13
&
A &
A 7
A 9
A 10
A 11
A L2
A 13
JAMDID3 1
A 4
A 5
& &
A 1o
A 13

{16/04%/84)

Computer listing of the identification matrix

ZOhAL
<AHPLE

CGUNT

1718
B4
85

552

129

262

175
552
129
282
105
138

RAMGE CHART PRINY SARAW/K.MIN=20 SPEL/LAM

Z0ONAL
WEle
COJIHT

33
43
40
ab
15

LZUNAL
FIRAH

SUM

13491
5380
5608

84178

20194

31674

3l9al
3263
7078

15134

95T
2200
18067

13891
84178
20194
11674
3196l
3263
TOTE
15134
957
2200
18067

84178
3loT4
31961
7078
15134
357
2200
18067

13891
d41T8
20194
21674
15134
18JeT

SPECIES
SAMPLE
COUNT

1
3
2
1A%
T
L}
57
L]
5
L1}
1
1

—~
e

E- Rl R e L R s el I - I

i

SPECIES Z0.4aL
HELL SPECIJEN
CUUNT COUNT
1 z
5 43
2 5
26 1493
28 174
25 4T7
21 336
& 34
5 47
1 228
1 1
1 [
T 198
& Ti
T 3
3 &
& 19
2 e
2 1
1 1
3 2
1 3
3 2
4 7
2 3
1 3
2 1
2 3
2 1

2
1 5
& 10
' 1
H 4
1
1 8
1
1

Lt AL

SAMFLE

PONT

8
9.5
Zets
4.2
55T
24 B
29.7
3bats
10.9
E2.9
16.7

6. T
53.7

23
1.3
2.3

1.0
3.7

SPECIES LIsST

LUahAL
PLNT

3.0
17.2

6.5
T3.5
T00
5443
T2.4
60U
41.7
73.3
50.0

PAGE

1

IONMAL SPECIES
WELL LPECTMEHN CJDE
PCNT

=1

-3
-1

AGL

AMJ LDSPP

oo

Foraminiferal species

Incoming samples are mathematically compared against the
identification matrix and a set of likelihoods are calculated.



The Identification Matrix (contd)

ts

13 depositional
environmen

411 species
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Probabilistic Approach - Theory

The Willcox Probability is the likelihood of the incoming
gsample U against environment J divided by the sum of the likelihoods of

U against all q environments (Willcox et al, 1973). The likelihood LUJ

of U against J is:

n
LUJ=i'|I1 |Ui+Pij -1

Where Ui represents the ith species In the identification
matrix which 1f present in U is assigned the value 1 otherwise it has

the walue zero, is the probability of positive occurrence of

P

species i in enviril;jnment J, and n is the number of species in the
identification matrix. When species i in the identification matrix
matches up with one in U, then Ui = 1 and Pij is used in the
calculation. Because the system uses presence-absence species data,
the probability of a negative occurrence (species i not present in U)

).

is one minus the probability of a positive occurrence i.e. (1 - Pi

]

The Willcox Probability of U against J is given by:

Lug

9
2 tw

Pw (vy) =

k



Probabilistic Approach - Results

FROGRAS FOR IDENTIFICATION OF
FRESENCE-ABSENCE DATA AGAINET AM IDEMTIFICATION HATRIX

WELL I&MFLES USING

OF FERCEMNT PH}ETIUE EHﬁRﬂCTIR ar THL Fuxﬁ

BT =
BY : F. LESSLGR
DATE 34/10/23

TIHE

THE FROGRAM CALCULATES AND LISTS THE WILILCOX
THAT A GIVEN ASSEMELAGE EELONGE TO A PARTICULAR TAXOM I[N
IT DEFPOSITIONAL EMNVIROMMENT,
DEFEMDS OM THE DATA MATRIX USED.

THE DATA MATRIX EE
BAND OR FPOLLEN ZOME.

%bei. HﬂDIF[ED FROM SNFHTH 1? ?
74308

FNTER MAME OF IDENTTFICATION MATRIX T0 EE LUEED

FORAM-

"""" O ERENEI IS TR R IR EES s RATEAEERT

TOUR CHOICES ARE
fis CYCLES -7 (FORAME / EMVIRONMEMNT}
at. FAUNAL HORIZIONS
B. BALINGIAN (FOLLEM ZOMATIOMN)
C. SARAWAK (POLLEN ZOMATIOM)
D. TABAH CFOLLEN ZOMNATION?

E. ARBLTRARY

ENMTER A,Af1,B.C,D OR E

(TO EBE

IDENTIFICATION HATRIX IS MATEASIC
SPECIES = 411 UNITS = 13

MATBASIC READ IM....

BFORLTST READ IN .....
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Some Useful Reading

1. Statistics and Data Analysis in Geology. Davis, John C., 3" Ed. 2002. Wiley

Harness Oil & Gas Big Data with Analytics. Holdaway, Keith R., 2014. Wiley

Building Expert Systems. Frederick Hayes-Roth, Donald A. Waterman, Douglas B.
Lenat, 1983. Addison-Wesley

Quantitative Stratigraphy. F.M. Gradstein, F.P.Agterberg, J.C.Brouwer. 1985. Springer
Sedimentation Models and Quantitative Stratigraphy. W.Schwarzacher. 1975. Elsevier
Cluster Analysis. Brian S. Everitt. 1974. Heinemann Educational Publishers

Cluster Analysis 5t Ed. Brian S. Everitt, Sabine Landau, Morven Leese, Danial Stahl.
2011, Wiley

Numerical Taxonomy. Peter Sneath, Robert Sokal. 1973. Freeman.
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